Conformal Prediction as Bayesian Quadrature BE

Contributions

1. We reformulate conformal prediction (CP)
as prior-agnostic Bayesian quadrature.

2. We show how to recover conformal
prediction from the posterior mean.

3. Our distributional view controls risk better
with just a small modification to vanilla CP.

Conformal Prediction

Contformal prediction (Vovk et al., 2005) offers
assumption-free coverage guarantees.

Pr(Yni1 ¢ Cep (Xnt1)) < a
Ca(Xnt1) = {y: s(Xnt1,y) < A}
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Conformal risk control (Angelopoulos et al.,
2024) extends this to more general losses.

E(l(Cx...(Xnt1),Ynt1)) < @

B
<
n+1—

1 n
Aere Zinf ¢ N — D li(A) A
1=1

Quantile Functions

We consider probabilistic inference over the
quantile function of the loss distribution.

g B Risk (expected loss) is
simply the integral of the
E quantile function:
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Bayesian Quadrature

Bayesian quadrature (Diaconis, 1988)
estimates integrals that have uncertainty.

1. Prior
2. Observe  —
3. Posterior

4. Integrate

GP posterior mean recovers trapezoid rule.

Our Approach

Our approach is based on two key insights:
1. Rectangular rule upper bounds any prior.
2. Widths distributed as uniform Dirichlet.
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Posterior mean recovers CP/CRC selection!
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Results

Provides greater control over risk: full
distribution instead of point estimate only.
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Figure. Comparison of actual risk incurred on synthetic binomial data.

Table 1. Risk control for synthetic heteroskedastic data.

Method Failure Rate 95% C.I. Pred. Int. Len.
Conformal Prediction 46.2% [45.2%, 47 .2%] 8.0
RCPS 0.0% [0.00%, 0.04%] 14.3
Ours (8 = 0.95) 3.4% [3.1%, 3.8%] 9.5

Table 2. MS-COCO talse negative rate control.

Method Failure Rate 95% C.l. Pred. Set Size
Conformal Risk Control 45.0% [44.1%, 46.0%] 2.9
RCPS 0.0% [0.00%, 0.04%] 3.6
Ours (8 = 0.95) 5.4% [5.0%, 5.9%] 3.0
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